The President’s Message

Dear NERA Colleagues,

As I was considering what to include in my first President’s Message, I began to reflect on the various events that occurred in 2016. We suffered great losses including several beloved authors, pop icons, and activists such as Eliezer Wiesel, Umberto Eco, Harper Lee, Prince, Carrie Fisher, David Bowie, and Muhammad Ali. Our community also lost Roscoe Brown, NERA’s President in 1969, who was a war hero and one of the Tuskegee Airmen in World War II. All of these people had a profound impact on how we view world events and participate in activities to support social justice. Interestingly, we as educators are not unlike these prominent public figures in that we also influence society through our work educating children and young adults to think about problems we face in society and methods for developing possible solutions. In addition, our research can shape our world views through its impact on public policy. These effects were prominent throughout the 2016 NERA conference where I saw stimulating research being presented and discussed among graduate students, academics, and professionals who care deeply about education.

One of the most challenging aspects of 2016 was the United States presidential election, which was the most vitriolic campaign in recent history. During the campaign, it appeared that winning through any means necessary was more valued than making accurate claims that were consistent with empirical evidence (although this can be said about most elections, it seemed to be worse in 2016). In fact, one of the things that shocked and frustrated me about the election was how often candidates or news agencies made assertions without a shred of empirical evidence or, perhaps worse, that were in contradiction to empirical evidence. As an educator and a scientist, I find the lack of respect for empirical evidence and how to use data appropriately appalling. Once I got over my shock, I started to think about how we can solve this post-truth political problem. How can we teach and emphasize the importance of the appropriate use of empirical evidence? An obvious solution (but not the only solution) is through formal education. As educators in PK–12 and higher education, we have the ability (and perhaps responsibility) to emphasize to our students the importance of and how to use empirical evidence to evaluate claims and ideas (or hypotheses) as well as the strengths and limitations of empirical evidence. We are familiar with basic research concepts such as reliability, validity, and generalizability—concepts that should be taught to all students throughout all of the grades to support critical thinking skills. By the time students graduate high school, they should understand the interplay between theories, hypotheses, facts, and observations. With these skills, we will have citizens who can evaluate the validity of claims and the quality of data sources for themselves to aid in decision-making. It is important to note that use of empirical evidence and the scientific method is not relegated to just the “science” domains such as chemistry, physics, or biology, but to any field that makes an empirical claim such as psychology, history, and other areas of social science.

Despite the sad and frustrating events that occurred in 2016, there were many successful events that we should be proud of and celebrate. For example, thanks to Charlie DePascale and the conference co-chairs, Joshua Marland, Scott Monroe, and Molly Faulkner-Bond, the NERA 2016 annual meeting was an enormous success. The conference theme was appropriate and timely given the importance and impact of...
Happy New Year NERA Members!

We hope everyone has enjoyed a restful holiday season! As documented in several places in this issue, the 47th Annual NERA Conference was a great success. Please join us in thanking our past president, Charlie DePascale, and our 2016 conference co-chairs Molly Faulkner-Bond, Joshua Marland, and Scott Monroe for all of their hard work. We look forward to seeing what our next year has in store under the new leadership of President Craig Wells and 2017 conference co-chairs Daniel Jurich, Whitney Smiley, and Jason Kopp.

This issue contains highlights from our 2016 conference, as well as special calls for papers in The Journal of Educational Leadership and Policy Studies and chapter proposals for a special volume entitled Disruptive Views of Gender and Sexuality in K-12 and Teacher Education.

As always, a special thank you to Barbara J. Helms for her continued assistance in editing The NERA Researcher!

Haifa Matos-Elefonte and Katherine Reynolds
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disseminating information on peoples’ behaviors (e.g., voting in the 2016 presidential election). Regardless of how much high quality research is being conducted in education, if we do not find a way to communicate the research findings to the public in an understandable manner, the positive effect will be trivial or lost completely. The two keynote speakers, Lee Badgett and Jonathan Supovitz, gave informative and thought-provoking talks on how to communicate research effectively to the public. The invited panels also provided useful information on communication from interesting perspectives. The professional development workshop topics were diverse and covered many important methodological skills educational researchers use to conduct research. The paper and poster presentations were exciting, exhibiting high-quality research that can have a positive impact on education. Lastly, Charlie DePascale’s Presidential Address was a humorous, enlightening, and thought-provoking view of validity (effectively illustrated through references to Taylor Swift).

Regardless of the challenges we face in the near future, I remain optimistic that we can have a positive influence on society through education. Stephen Pinker, a Harvard professor in psychology, has argued that the world is becoming more peaceful. I would like to think that education is playing a role in making the world a better place and we as educators are partly responsible for the positive changes. Although education is not a panacea for society’s ills and problems, it can have an enormously positive impact. In fact, without a well-educated public, it is not possible to have a well-functioning democracy. To do our part, the conference co-chairs, Daniel Jurich, Jason Kopp, and Whitney Smiley, and I are working diligently to plan the 2017 NERA conference, which will be held on October 18-20 at the Trumbull Marriott. The conference theme will be Using Technology to Advance Education: Challenges and Opportunities. We invite you to join us to share all the ways that you are doing your part to enhance the educational community. We are very excited to serve the NERA community and continue the excellent tradition and quality NERA members have come to expect.

Member News

Kurt Geisenger was unable to attend the 2016 NERA conference because Penn State University, his doctoral institution, provided him with the Alumni Fellow Award. He was definitely missed at the conference, but his absence was due to a great cause. Please join us in congratulating Kurt on such an honor!

The following articles were recently published by our members:

Matthew Duvall:

Ashley Carpenter:

Olçay Yayuz:

Please consider submitting your professional accomplishments for recognition in The NERA Researcher!

Submissions may be sent to theneraresearcher@nera-education.org.
47th Annual Conference Highlights

We would like to thank everyone who contributed to the success of the 2016 NERA conference. Participants attended from all over the country to share their research, chair and discuss sessions, participate in roundtables, collaborate on new projects, and volunteer to help the conference run smoothly. This year’s program included 2 pre-conference workshops, 4 in-conference workshops, 13 symposia, 4 invited sessions, 27 individual paper sessions, a robust poster session, 2 roundtable sessions, and 2 information blitz sessions spread across two and a half days.

We were fortunate to have two thought-provoking and engaging speakers during this year’s conference. Jonathan Supovitz spoke about the ways in which people perceive and internalize the results of educational research and M.V. Lee Badgett spoke about how to put the results of our research into the hands of decision makers. Their talks were thought-provoking and well received. We also had two plenary sessions where panelists continued the discussion about using educational research to effect change at both the national and local levels.

We would like to thank all of the pre and in-conference workshop facilitators for volunteering their expertise in service of NERA and our members. Thank you to Kristen Huff, Christina Schneider, Jeanne Horst, Heather Harris, Elizabeth Pyburn, Deb Bandalos, Damian Betebenner, Felice Billups, Robert Gable, and Mary Grassetti.

We would also like to thank Thai Ong and the GSIC for organizing two very thought-filled sessions for graduate students during the conference: One on grant writing and another on how to write a curriculum vitae. Thank you, Thai, for your leadership!

In addition to acknowledging the contributors to the program, we would like to thank the many volunteers who shared their valuable time and insight in making this year’s conference a success. From reviewing proposals, to discussing and chairing sessions, to those that helped register new and existing members and participants at the registration desk, we appreciated your help.

We would like to offer a special thanks to Madison Holzman and the NERA Communications Committee for their tremendous support leading up to and during the conference. We would also like to thank all of the institutional and personal conference sponsors, as the annual meeting would not have been possible without their contributions.

Finally, we would like to thank each and every one of you for helping to make this year’s meeting an engaging and enriching experience. At each conference the members all help to make the conference special for educational researchers from all settings and at all stages in their career.

We look forward to the exciting program that the 2017 conference co-chairs, Daniel Jurich, Jason Kopp, and Whitney Smiley are planning with Craig Wells, the 2017 NERA president.

Molly Faulkner-Bond, Joshua Marland and Scott Monroe
2016 NERA Conference Co-Chairs
The rapid expansion and accessibility of innovative technology has altered the way we conduct standard activities and interact with the world around us. For example, some of you may be reading this on your smart phone or tablet, a feat scarcely imaginable two decades ago. Education, as we have seen, also has not been immune to the influence of technology. Perhaps the most noticeable example is how the internet has transformed the accessibility and dissemination of knowledge. In the classroom, tablets have begun to replace textbooks; smartboards have challenged the traditional whiteboard; and social media has been utilized to expand communication beyond classroom walls. Educational assessments have also evolved with those technological developments. Computer and web-based testing have largely supplanted paper and pencil exams. The wide ranging impacts of technology have provided educational researchers and professionals a plethora of new opportunities and challenges. However, the speeds at which these developments have evolved make it difficult for the research to keep up.

Although technology typically appears to provide numerous benefits, the true impact and potential unintended effects are often less understood. We wish to utilize the wealth of experience of our NERA members to further explore issues related to technology in education through the 2017 NERA conference theme: “Using Technology to Advance Education: Challenges and Opportunities”.

As the conference co-chairs, we are working diligently to organize an engaging and informative conference that covers a diverse array of topics in educational research, primarily focused on technology. As such, we are excited to announce Virginia ‘Ginny’ Edwards as our keynote speaker. Ms. Edwards served as the editor of Education Week (http://www.edweek.org) from 1989 to 2016 and led the establishment of Education Week’s digital presence. The timeframe and capacity in which she served has provided her a unique opportunity to observe the transformative impact of the technological boom on educational research and policy.

As our theme will focus heavily on innovation, we would be remiss if we kept the conference format static. Therefore, we are considering changing the established procedure of having two formal keynotes. In lieu of a second singular keynote speaker, we plan to hold a debate between leaders in the field regarding a controversial topic affecting the varied interests of NERA members.

In planning for the 2017 conference, we have been evaluating results from the 2016 post-conference survey to guide our decisions. Based on the feedback, we will be looking to incorporate several new session types that will help to diversify the topics covered at NERA. These include additional panel sessions, potential interviews, and the previously mentioned debate session. Respondents also noted a strong desire for continued workshop sessions at the conference. In a change from previous years, we will be soliciting proposals for conference workshops, so that all members interested in presenting have an opportunity for consideration. In line with the conference theme, we also will be improving the conference app based on survey feedback, and looking for other ways we can incorporate technology and innovation in the NERA conference.
• Center for Assessment & Research Studies
  http://www.jmu.edu/assessment

• Ph.D. Program in Assessment & Measurement
  http://www.psyc.jmu.edu/assessment/

• M.A. in Psychological Sciences
  (Quantitative Concentration)
  http://www.psyc.jmu.edu/psycsciences/quantitativepsyc.html

• Graduate Certificate in Higher Education Assessment
  http://www.jmu.edu/outreach/assessment.shtml
There are periods or events in our historical and personal timelines that are turning points: defining moments that in a significant way change all related events that follow. As we approach the presidential election and consider the events of the last month, one such turning point that comes to mind is the 1960 Kennedy-Nixon debate. The first televised presidential debate, it demonstrated the power of television as a visual medium to impact an election—and the rest, as they say, is history.

Sometimes, forces converge in remarkable ways and multiple defining moments occur within a single year. 1989 was such a year. In November 1989, we watched sections of the Berlin Wall being torn down by jubilant crowds, an iconic moment that signaled the end of the Soviet Union and the Cold War. Just one week later, in my personal timeline, I defended my doctoral dissertation and accepted a full-time job with a testing company. Of course, the following month, Taylor Swift was born in Reading, Pennsylvania. (One of those magical moments whose import and impact are only appreciated in the future.) For our field, however, the most important event of 1989 may have been the publication of the third edition of *Educational Measurement* with its chapter, “Validity”, by Samuel Messick.

Validity. Ninety pages that divide people in our field into two categories: people who have never actually completed the entire chapter and people who have pored over it incessantly in search of the deep and hidden meaning. Ninety pages that serve as a defining moment and demarcation in our validity timeline. There are pre–1989 and post–1989 concepts of validity.

Like many defining moments, Validity did not simply appear out of thin air in 1989. It was the culmination of a decade of intense thinking, debate, and shaping of the concept of validity: a decade that itself was the culmination of several decades of discussion of the meaning, importance, and usefulness of the concept of validity. It could be described as an attempt to produce a Grand Unified Theory of Validity. Validity was an attempt to produce a theory which combined measurement, social, practical, and political concerns into a single definition of validity; our very own theory of everything.

We are not alone in our search for a unified theory—a theory that elegantly combines things that we partially understand and accounts for things that we do not really understand at all. Most of us, particularly in our field, are hard-wired to want things to fit together nicely. We yearn for causal connections. We want to be able to understand and explain everything. In particular, we want to be able to explain things that we do not understand and are, in fact, unexplainable. We want to see the face of God and live.

And if measurement (or assessment) is our religion no one can question that we have established validity as our god. Ebel (1961) states “[v]alidity has long been one of the major deities in the pantheon of the psychometrician. Validity is the Alpha and the Omega; literally and figuratively. In the 2014 Standards for Educational and Psychological Testing, the *Standards*, the first word of the first chapter, titled Validity, is Validity; and the final standard on page 213 (Standard 13.9) addresses the validity of an overall interpretation. As with any god, however, our ability as mere mortals to understand validity is limited. Even with Messick descending from the mountaintop, and a Shepard to guide us through his work, we have wandered the desert in search of our Promised Land for 27 years. As zealots and heretics clash through their writings and presentations, what are the consequences of their actions? Are we even sure what validity comprises? Can we communicate the meaning of validity to others?

The *Standards* begin with the following sentence describing the meaning of validity.

“Validity refers to the degree to which evidence and theory support the interpretations of test scores for proposed uses of tests.”

The 21 words in that sentence appear to convey a relatively simple and straightforward thought. Why then have scribes devoted their lives to documenting the sacred thoughts and writings on validity? Why then can a civil discussion of validity quickly descend to the depths of sports talk radio, or worse, political discourse?

Well-intentioned educationists have built careers around interpreting the collective wisdom on validity for our children and policy makers. Yet, we are left with quotes such as these:

Validity is “the most challenging class of the semester” and the hardest for “students to understand.” “Despite my best attempts to describe the holy trinity, the unified framework, or argument-based approaches to validity, few students emerge from the class with confidence that they could evaluate validity when developing, using, or even selecting tests.” (Gorin)
“Paramount among these imperfections is that the unitary conceptualization of validity as construct validity is extremely difficult to describe to lay audiences.” (Sireci, 2007)

It has been 27 years since the publication of Messick’s Validity. That means that most of the people in this room have spent our entire professional careers in a post-Validity world. What has been the impact? To paraphrase that great American philosopher, Ronald Reagan,

- Are we better off now than we were 27 years ago?
- Are we any closer now to understanding and being able to explain validity?

Or more to the point:

- Are we building better tests than we were in 1989?
- Are we making and promoting better interpretations of tests scores than we were in 1989?
- Are we making and promoting better use of tests and testing programs than we were in 1989?

To the extent that we think that ‘No’ is the appropriate answer to any of those last three questions, to what extent is that outcome an unintended consequence of Validity, and in what ways can a better understanding of validity aid in shifting the answer from ‘No’ to ‘Yes’ as we move forward.

In the next section of this address, I will outline what I perceive to be seven challenges to validation that currently exist in the field of K-12 assessment and education. All of the challenges are related in some way to Messick’s Validity and our efforts to apply validity theory to an ever-changing and expanding universe of uses of testing. All of the challenges impact our ability to develop tests and implement testing programs; and also impact the ability of educators, policy makers, and the public to use assessment effectively to improve education.

Challenges:

- Our concept of validity is built around constructs and we have none.
- Our treatment of validity creates a false sense of certainty that is inconsistent with our limitations.
- It is no longer clear where, or whether, measurement fits within validity theory.
- A unified theory of validity masks real distinctions between parts of the field that are separate and should be considered separately.
- Validity is described as a never-ending process, but our tests have a shelf life.
- “Validity” becomes an end rather than the means to validity.
- We may have replaced one holy trinity with another.

Our concept of validity is built around constructs and we have none.

By default or design, building our theory of validity around construct validity turns a spotlight on the constructs that we intend to measure or the construct interpretations that we intend to make on the basis of test scores. The Standards define construct as “the concept or characteristic that a test is designed to measure.” As examples of constructs “currently used in assessment” the Standards offer “mathematics achievement, general cognitive ability, racial identity attitudes, depression, and self-esteem.” In addition to demonstrating that the scope of the Standards is much broader than K-12 educational testing, the examples suggest a concept of construct that is much narrower and well-defined than virtually all current uses of educational assessment. The assessments and testing programs that I deal with on a daily basis are intended to support inferences about school quality, teacher effectiveness, career readiness, the politically expedient catch-all college-and-career readiness, and growth. None of those are reflected in the next examples of constructs included in the Standards.

Our struggles with constructs and the influence of those struggles on the way we have framed validity and validation are not new. In 1989, the centerpiece of our field, the SAT, was embroiled in controversy over issues related to interpretation of scores and appropriate uses that are the core of validity. But what construct does the SAT measure? With the SAT, the concepts of test score, interpretation, and use are hopelessly entangled. It would difficult to imagine a worse example of an assessment against which to test this unified theory of validity than the SAT. Well, perhaps one could make an argument for norm-referenced standardized tests as a worse example, but in 1989 those tests were in the midst of their own crisis of identity having been called to task by Dr. John J. Cannell for what became known as the Lake Wobegon Effect.

For the purposes of this address, we will skip over the 1990s—a decade which began with an “Assessment Spring” but ended with the industry turning the sharp blade of Validity against itself. In short, a decade in which we learned the answer to the question, Does Psychometrics Eat Its Young?

The 1990s led us to No Child Left Behind and the current era of assessment and accountability. Since the adoption of No Child Left Behind in 2002, a primary use of K-12 assessment has been school accountability. Although a test may be designed to measure an individual student’s mathematics achievement, as Linn (2009) describes, “a key use of assessment results for NCLB is the identification of schools as either making or not making adequate yearly progress.” Linn also explains that implicit in the use of assessments to determine whether a school has made adequate yearly progress (AYP) is the assumption that “the differences in observed school-to-school differences in student achievement are due to differences in school quality” and the resulting inference “that a school that makes adequate yearly progress (AYP) is better or more effective than a school that fails to make AYP.”
What, then, is our construct—mathematics achievement, the ability to make adequate yearly progress, school quality/effectiveness? Two of those are clearly not the concept or characteristic that mathematics test was designed to measure. So, we may be able to answer ‘Yes’ to the question are we building better mathematics tests than we were in 1989. It may also be possible to forge a chain that connects us directly from student achievement in mathematics to adequate yearly progress in mathematics. It becomes more difficult to extend that chain to inferences about school quality or effectiveness? And we did not stop at school quality. We added inferences about principal and teacher effectiveness to the chain.

The use of the same mathematics test scores, or metrics derived from those test scores, as indicators of student achievement, teacher effectiveness, principal effectiveness, and school quality is an example of both the complexity and cloudiness of our constructs. Now the chain that we need to forge must often link a single mathematics test score to inferences about students, teachers, principals, and schools. Inevitably, that chain will snap as it is pulled in so many directions. When that chain does snap, we are left with the questions, “What is the construct that we intended to measure?” and “What is our validity argument?”

In reality, are the validity arguments that we are building for basing inferences about teacher effectiveness, principal effectiveness, and school quality on student achievement in mathematics any stronger than the argument, “It is so because we said it is so?”

Ebel (1961) shares the “story of three baseball umpires who were discussing their modes of operation and defending their integrity as umpires.”

“I call ‘em as I see ‘em” said the first. The second replied, “I call ‘em as they are.” The third said, What I call ‘em makes ‘em what they are.”

Have we become the third umpire?

One would expect that even the most cursory validity study would conclude that defining teacher or school effectiveness in terms of student achievement in mathematics is at best a case of construct under-representation. But is a policy maker or legislator able to wash away validity concerns simply by making the claim fit the evidence?

School quality includes more than mathematics achievement, but without mathematics achievement there cannot be school quality.

Or can policy makers avoid the construct question altogether by returning to our old friend norm-referenced interpretations? When the Obama administration began to issue NCLB waivers in 2012, the accountability focus shifted from AYP and 100% proficiency in all schools to identifying the bottom 5% and 15% of all schools as identified through the accountability system as the schools most in need of assistance. ESSA, the 2015 successor to NCLB and most recent reauthorization of the 1965 Elementary and Secondary Education Act, reinforces this focus on the lowest performing schools. Of course, the shift to norm-referenced interpretations does not totally eliminate the need to consider constructs; and it also raises the question, “Would I design the same test to identify the bottom 5% of schools as I would to measure the effectiveness of all schools?”

Sadly, our success at defining a construct is not much better when we limit our inferences to an individual student’s mathematics achievement or further limit our inferences to that student’s achievement of the grade 4 Common Core State Standards (CCSS) in mathematics. Studies across textbooks, school curricula, and various assessments “aligned to the CCSS” will contain some areas of overlap, but no consensus of the concept or characteristic of student achievement of the grade 4 CCSS. The result, as Madaus, Russell, and Higgins (2010) describe is that in most cases it is the assessment that defines rather than measures the construct “grade 4 mathematics achievement”; and that is an issue that raises additional challenges.

Our treatment of validity creates a false sense of certainty inconsistent with our limitations.

The validity of an interpretation cannot be established by a research monograph or detailed manual. The aim for the report is to advance sensible discussion. Why should we wish for more? On matters before the public, the evidence usually is clouded. The institutions of the polity are geared to weigh up reasonable, partly persuasive, disputed arguments; and they can be tolerant when we acknowledge uncertainties. The more we learn, and the franker we are with ourselves and our clientele, the more valid the use of tests will become. (Cronbach, p. 107)

The description of validity in the Standards may, in fact, be consistent with the cautionary conclusion to Cronbach’s (1980) Validity on Parole: How Can We Go Straight? presented above. The words in the Standards and our use of them, however, do not convey the same sense of uncertainty and humility. It is difficult to draw a direct connection between Cronbach’s advice and the testing policies of NCLB and ESSA. It is much easier to draw a connection between those policies and the Standards and other writings that emphasize the need for assessments, assessment programs, or assessment uses that are valid, reliable, and, now, fair.

We like to present assessment and validity with technical quality terminology that connotes precision and truth. We prefer terms like measurement and reliability to terms such as estimation and probability. As assessment practitioners, we generally do not like to acknowledge the existence of alternative outcomes, explanations, or models even to the same extent as local meteorologists. This is not to suggest that we go to the other extreme and only provide a litany of alternatives as equally likely or plausible outcomes. Rather, we should strive to find the level of uncertainty that makes the best use of our professional expertise and allows policy makers and educators to effectively and appropriately integrate evidence from assessments into
It is no longer clear where, or whether, measurement fits within validity theory.

Validity is an integrated evaluative judgment of the degree to which empirical evidence and theoretical rationales support the adequacy and appropriateness of inferences and actions based on test scores or other modes of assessment. As will be delineated shortly, the term test score is used generically here in its broadest sense to mean any observed consistency, not just on tests as ordinarily conceived but on any means of observing or documenting consistent behaviors or attributes. (Validity, p. 13)

In the beginning, if we viewed tests as measurement instruments and testing as a measurement process, it was easy to portray validity as a measurement issue, or at least a technical issue. From the opening paragraph of Validity presented above, however, the role of measurement in validity and the relationship between measurement and validity becomes less clear. As we now conceive of tests and testing programs as accountability systems, the connection is even murkier.

We can all accept that we moved on from defining validity and validation as an attempt to answer the question “Does the test measure what it purports to measure?” But, where did moving on take us?

Shepard (1993) offered “Does the test do what it claims to do?” as “a more appropriate question to guide validity investigations.” One can easily see the connection between Shepard’s question and Braun’s (2008) argument regarding the validity of accountability systems:

- An accountability system is imposed or implemented with the intent that it will accomplish its desired goals (e.g., increased student achievement).
- The mechanism by which this will happen is called the “theory-of-action”.
- In validating an accountability system, the theory-of-action plays the same role as does the construct in test validation.
- Thus, consequential validity is the ultimate criterion by which we should judge an accountability system.

From Braun’s argument, it is then a very short leap to the argument that Andrew Ho presented to this conference in 2014. Ho argued that in one sense we need not concern ourselves with the inner workings or technical quality of the accountability system at all. From an experimental design perspective,

We can view the accountability system (or testing program) as a treatment that has been implemented with the intended goal of increasing student achievement.

We design an experiment to implement the desired treatments or perhaps alternate treatments for a period of time.

At the end of the experiment, we compare student learning in the treatment groups to a control group.

Based on the outcome of the experiment, we can make an evaluative judgment about the impact of the accountability system on student achievement. And if we apply Braun’s argument about the validity of accountability systems, we can evaluate the validity of the system based on the results of the experiment.

It is difficult to argue that Ho’s experimental approach does not answer the Shepard’s question “Does the test do what it claims to do?” But it is difficult to find a connection to measurement and it is difficult to find the sources of validity evidence delineated in the Standards.

In reality, however, perhaps the distinctions between Ho’s experimental approach and the Standards, or an argument-based approach to validity are not as great as they seem. We have taken a very high-level view of Ho’s experiment. When one starts to actually design the experiment and account for all of the relevant variables, perhaps the experimental design process will produce something that looks very much like the collection of evidence that would result from an argument-based approach to validation. And perhaps a close focus on the technical quality of the measures or indicators within the system will result in better outcomes; that is, will result in stronger claims of validity. Nonetheless, it could be interesting to play out the consequences of considering validity from a non-measurement perspective.

A unified theory of validity masks real distinctions between parts of the field that are separate and should be considered separately.

The beauty of the unified theory in Validity is that it makes it clear that given the complexity of our constructs, one type of validity evidence is likely insufficient to make a strong validity argument. It is likely that evidence related to the construct, criterion, and content will all be necessary to some degree to establish a strong validity argument. To the extent that the construct requires interpretation of the test scores for an intended use, there will also be a need for consequential evidence.

On the other hand, the danger with a unified theory is that by shifting the focus from the various types of evidence to an overarching concept of validity it may make it easier for some people to think that unified means simple. No, it is not possible to reach that conclusion if you have read Validity or tried to craft a validity argument or theory-of-action, but who is responsible for those tasks. Who is now responsible for compiling validity evidence?

Shepard (1993) warns of the “danger that test makers will defer to test users to evaluate intended applications” of their tests and that “[o]ften, users are not qualified, or lack the neces-
sary resources, to conduct validity investigations.” She explains that “this separation of responsibility would allow test makers to study only the “scientific” meaning of the test interpretation... leaving it to the user to evaluate the test for its intended purpose” (p. 445). Having had the opportunity to participate in countless meetings with test makers, test users, policy makers, etc. over the last 27 years, I can attest that Shepard was right to be concerned.

The issue, however, may be more complex than Shepard described in 1993. With the rise of customized state assessment, the line between test maker and test user has become much less clear. To what extent is the state Department of Education the test maker and to what extent is the Department the test user? In the complex contractual relationships that exist, the testing companies, traditionally considered the test maker, have been contracted to perform specific tasks within the test making process. Is it their responsibility to go beyond those tasks or to point out the need for someone to go beyond those tasks? That is, will they feel a responsibility to study even what Shepard describes as the scientific meaning of the test interpretation?

There are also questions of conflict of interest in assembling and evaluating validity evidence. George Madaus has been a long-standing advocate for an independent board to evaluate validity. The U.S. Department of Education has established a peer review process to evaluate validity evidence pertaining to state assessment programs. However, there may still be conflicts or implicit bias in what evidence is collected and/or how it is collected.

The unified theory in Validity revealed the complex and multi-faceted nature of validity that always existed. Training test users to recognize and deal with that complexity and finding the resources to allow them to do so, however, remains a daunting task.

Validity is described as a never-ending process, but our tests have a shelf life.

Inevitably, then, validity is an evolving property and validation is a continuing process. Because evidence is always incomplete, validation is essentially a matter of making the most reasonable case to guide both the current use of the test and current research to advance understanding of what the test scores mean. (Validity, p. 13)

From the beginning, one of the anticipated consequences of a unified theory of validity was that it was too big and too complex, effectively absolving individuals from the responsibility of a rigorous process to collect evidence of validity. As Shepard (1993) warned

Finally, the complexity of Messick’s model and chapter creates the same difficulty as nearly every other treatise on construct validity before his. Each emphasizes that construct validation is a never-ending process, because there are so many hypotheses to be tested across so many settings and populations and because the generalizability of findings decays over time. While the never-concluding nature of construct validation is a truism, the sense that the task is insurmountable allow practitioners to think that a little bit of evidence of whatever type will suffice. (p. 429)

Exacerbating the dilemma that validation is a never-ending process is our current view of tests as disposable or ephemeral. Historically, we viewed a test as a product that was carefully constructed over the course of several years and intended to be used for several years as a single form or a set of interchangeable parallel forms. As states shifted to custom test development, it was not uncommon for 25%, 50%, of even 100% of the items on the operational test form to be released after each test administration. A new “test” was developed and administered each year. As we move from paper-and-pencil fixed form tests to computer adaptive testing, a test may be a unique event administered only one time to an individual student. How do we reconcile this view of a test with a never-ending process of validation?

The logical answer, of course, is to reorient the validation discussion to the testing program rather than to a particular test form. Unfortunately, the life cycle of many state assessment programs has become so short that such a focus gains us little.

"Validity" becomes an end rather than the means to validity.

One of the dangers inherent in an unwillingness to accept uncertainty is that we corrupt the concept of validity. In 2014, Michael Kane addressed this conference on the importance of asking the right questions. One of the things that he cautioned against was our tendency to reduce complex situations to questions that we can answer. In validity terms, limiting ourselves to questions that can be answered results in construct underrepresentation. When evaluating a test, we would be quick to identify and point out a lack of alignment between the test items and either the content or cognitive processes that the test is designed to measure. At the same time, when compiling evidence of validity, it is so easy to skim through a list of 100-200 proposed validity analyses and select the studies that can be done quickly and easily (preferably with available data) and avoid those that would require additional resources.

As suggested in my previous discussion of constructs, a more serious threat to validity would be reframing our validity questions until those questions match our available evidence. One could think of that as the equivalent of enhancing reliability at the cost of validity by eliminating test items simply on the basis on low inter-item correlations. In the end, we may have a high coefficient alpha or generalizability coefficient, but in reality, we have neither reliability nor validity.

Alternatively, one could consider the pressure to achieve validity in the same manner that we view high-stakes testing and the pressure to achieve a certain score. When the test score itself becomes the focus rather than the knowledge and skills
that the score is supposed to reflect, there is a perverse incen-
tive for test administrators or test takers to engage in test prep-
eration activities or test taking practices that are likely to reduce
validity. The same can be true for those charged with designing
and implementing a validity study.

Note that there is a critical difference between the behaviors
described above and reframing or limiting claims about test
scores to only those interpretations and uses of test scores
which can be supported by evidence. The former reflects an
intention to distort validity, while the latter reflects an intention
to promote validity.

We may have replaced one holy trinity with another

A primary purpose and accomplishment of Messick’s Validity
was to solidify the view of validity as a unitary concept. Validity
is regarded as “the most fundamental consideration” in devel-
oping tests and evaluating the interpretation of test scores for
proposed uses. A unified theory of validity, therefore, strength-
ens educational testing.

To a large extent, however, we never really succeeded in es-
ablishing validity as a unitary or preeminent concept with the
public; and to a certain extent we may have failed to do so within
the field. Whether in textbooks, research papers, or laws, it is
rare to see the term valid without its sidekick reliable close by its
side. For example, in the Every Student Succeeds Act, the terms
valid and reliable appear together in some form at least nine-
teen times. This invites the question of whether one can have
validity without reliability; and does little to suggest the
tradeoffs that are inevitable when considering both validity and
reliability. Also, as we have seen on multiple occasions over the
last two decades, pairing validity and reliability may have the
unintended consequence of placing an inordinate emphasis on
reliability at the expense of validity.

The publication of the 2014 Standards further complicates
the issue by adding “Fairness” to the mix by isolating Validity,
Reliability, and Fairness as the foundations of educational and
psychological testing. Therefore, the question now becomes,
“Can one have validity without reliability or without fairness?”
Like Reliability, the Standards position Fairness as “a fundamen-
tal validity issue” to be considered throughout the testing pro-
cess.

In practical terms, have we simply recreated a Trinitarian
model, replacing the holy trinity of “content, criterion, and con-
struct validity” with our new trinity of “Validity, Reliability, and
Fairness”? Will the special treatment afforded to Reliability and
Fairness enhance or detract from the process of establishing
validity?

Where do we go from here?

If those are the challenges that we face, where do we go
from here as psychometricians, researchers, academicians,
teacher educators and K-12 educators to ensure that we can
confidently answer ‘Yes’ to the three questions I posed at the
beginning of the address:

- Are we building better tests than we were in 1989?
- Are we making and promoting better interpretations of
tests scores than we were in 1989?
- Are we making and promoting better use of tests and test-
ing programs than we were in 1989?

We need to explicitly broaden the conversation about validity
from tests and test scores.

As a starting point, we must keep our focus on the simple
idea expressed at the beginning of the Standards:

Validity refers to the degree to which evidence and theory
support the interpretations of test scores for proposed uses
of tests.

From there, I believe that there are five areas in which we can
improve our practice:

- We need to consider the user.
- We need to build an appreciation for and expectation of
uncertainty.
- We need a shared understanding of the basic requirements
to call something a construct.
- We need to figure out the role of the test in validity.
- We need to explicitly broaden the conversation about va-
  lidity from tests and test scores.

We need to consider the user.

Cronbach (1980) stated “our task is not to judge for nonpro-
fessionals but to clarify, so that in their judgments they can use
their power perceptively.” When communicating information
about tests or testing programs we need to consider the users:

- What do they need to know to be able to decide whether
to select a test?
- What do they need to know to be able to use test infor-
mation appropriately?
- What do certain users need to know to be able to build
strong validity arguments?

We need to develop solid examples or models of validity
arguments for tests and testing programs designed for a partic-
ular purpose. These models should not be exhaustive validity
plans that account for every possible source of evidence and
potential use covered in the Standards. They need to be tailored
to specific needs of the users and demonstrate acceptable, reasonable validity arguments, not ideal gold standard collections of evidence that are beyond the reach of the typical test user.

We need to build an appreciation for and expectation of uncertainty.

Although most of our professional and academic writing is replete with caveats and cautious conclusions, we tend to convey a sense of precision and certainty when we couch our discussions of validity and reliability in measurement jargon. We need to better communicate that validity is a matter of degree and that validation is an ongoing process based on the application of best practices and the collection of evidence. We need to be clear that often evidence will be incomplete, while avoiding the impression that it is impossible to make an informed decision. We must accept that virtually everything that we do with tests is built around providing information to inform professional judgment.

Cronbach (1980) correctly points out that “the courts are properly impatient when asked to take seminar-room abstractions as a basis for settling concrete cases.” The same is true of policy makers and the general public. All of those parties, however, are able to make informed decisions based on evidence if they know that is what they are being called upon to do.

We need a shared understanding of the basic requirements to call something a construct.

We need to be honest in communicating about constructs and our ability to “measure” them. I believe that there are two important factors to consider with regard to what we call constructs in K–12 education and how we describe the tests and test scores designed to “measure” those constructs.

First, I believe that the constructs that we are assessing must exist and be observable (at least indirectly) in the real world; that is, outside of the test. Borsboom, Mellenbergh, and van Heerden (2004) offered what they described as an “exceedingly simple” argument defining the “very basic concept” of validity:

If something does not exist, then one cannot measure it.

If it exists but does not causally produce variations in the outcomes of the measurement procedure, then one is either measuring nothing at all or something different altogether.

Thus, a test is valid for measuring an attribute if and only if (a) the attribute exists and (b) variations in the attribute causally produce variations in the outcomes of the measurement procedure. (p. 1061)

Whether one agrees with Boorsboom et al. that the argument above is sufficient to define validity, I argue that for virtually all of our intended uses of K–12 assessment, we must be able to demonstrate that our tests are measuring something that exists, is observable, and can be described even without the test. That is, there must be other means in addition to the test for identifying students who are proficient in mathematics, teachers who are effective instructors, or high-quality schools. Only if we accept that requirement will it be possible to evaluate whether differences in the construct “causally produce variations in the outcomes of the measurement procedure.” If we do not require the existence of such external evidence then we are at too great a risk of the test score becoming the construct, which renders our claims and interpretations nothing more than tautologies, making validation impossible.

Second, we have to recognize, appreciate, and communicate the complexity of the constructs that we are attempting to measure and our limitations in measuring them. In her 2012 presidential address to this conference, Lynn Shelley shared “The Rat Story” and provided a description of the complex interactions of personality, social, and emotional characteristics that impact children’s nonacademic and academic success; as well as the importance of understanding basic child development and brain development in creating learning environments and interpreting student performance. Mislevy (2016), in an article in the current edition of the Journal of Educational Measurement describes just how complex our constructs will become if we attempt to fully account for all of the forces influencing a student’s performance on a complex task measuring higher-order skills. In our claims and in our validation processes we have to find a balance between the inherent complexity that is reality and the uselessness of having to create validity arguments that are so conditional and so unique that they apply only to an individual student under certain conditions at a given point in time.

We need to figure out the role of the test in validity.

Yes, we have moved beyond the notion that validity can be determined simply by answering the question, “Does the test measure what it purports to measure?” But under what conditions is it important that the test does actually measure what it purports to measure and that we understand what it measures?

Should we simply assume that the test measuring what it purports to measure is a necessary, but not sufficient component of the validity argument? Are there situations or conditions when that assumption is false?

The first question in my list of three questions asked whether we are building better tests than we were in 1989. On one hand, progress in the development of content standards, performance level descriptors, the use of information from IRT models throughout the development process, and the application of processes such as Evidence-Centered Design would support a clear answer of ‘Yes’ to that question. On the other hand, the shift in focus to producing student-level scores on most state assessments has reduced the number of questions administered to assess school performance within a content area from several hundred to 40–50.

We have established that an excellent test of student achievement in mathematics might be a poor indicator of school
quality. However, we need to be clear about our expectations for that test as a measure of mathematics achievement; we need to understand how the technical quality of the test impacts our ultimate judgment of school quality; and we need to be clear about who is responsible for providing the evidence to support the validity argument related to its use as a measure of mathematics achievement.

We need to explicitly broaden the conversation about validity from tests and test scores

Historically, we have spoken about tests and test scores when discussing validity or validation. Our reality, however, is that most of the validity issues that users are addressing today do not involve a simple test and test score. They involve results from a testing program which administers multiple forms of a test over multiple years or within a single year, and they involve results from accountability systems that comprise multiple indicators which often are metrics derived from one or more test scores. In many cases, the same test score is the basis for multiple indicators. Our language surrounding validity and validation must reflect that reality.

Looking ahead to the very near future, our concept about validity will have to expand to include interpretations, inferences, and decisions based on data mining and learning analytics. As past president April Zenisky demonstrated for us in her 2015 presidential address the amount of data that we have access to and the uses to which that data can be applied are growing exponentially. We cannot wait for the next revision of the Standards to determine how to apply validity theory to those sources of information.

Conclusion

As I mentioned in the opening of this address, in my personal timeline 1989 was the year that I defended my doctoral dissertation at the University of Minnesota and entered the assessment profession. Although I have spent most of my professional career working with assessments, I think that it is important to note that my education and training at the University of Minnesota established a broad foundation in educational research and program evaluation as well as in theoretical and applied educational measurement. My area of specialization within educational psychology was measurement and evaluation—with a heavy emphasis on program evaluation. My advisor, John Stecklein, was a leader in the field of institutional research. One of my mentors, Stan Deno, worked in the special education department and helped place me in a school-based research assistantship. I believe that background combined with my experiences working with policymakers is what enables me to take a holistic view of validity while still appreciating the importance of the details of the individual components that validity comprises.

Ebel (1961) had this to say about validity: “It is universally praised, but the good works done in its name are remarkably few. Test validation, in fact, is widely regarded as the least satisfactory aspect of test development.” Cronbach titled his address to the 1979 ETS conference on new directions in assessment “Validity on Parole: How Can We Go Straight?” Newton and Shaw (2015) questioned whether validation would be better served by retiring the word validity altogether. I am optimistic, however, that the future of validity is bright. In the last few years the focus of the Assessment industrial Complex in which we operate has finally shifted its attention to the classroom—to teachers and students. As we move forward, I am confident that if we keep the focus on helping professionals to gather sufficient evidence to support their instructional and policy decisions that validity will be fine.
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Update from the Co-Chairs of the NERA Mentorship Program

Juliette Lyons-Thomas and Jonathan Rubright

The Mentoring Program’s focus over the past several years has been on the broad development of new and early career NERA members, including work on the research, academic and professional development fronts. This year, the Program had a record-setting 25 mentor/mentee pairs, maintaining the growth of the program since its redesign in 2013. The Mentoring Program is focused on improving not just the quantity, but the quality of mentoring that occurs during, and outside of, the annual conference.

The Co-Chairs would like to thank the mentors for their willingness to share their time, energy, and experiences with fellow NERA members. We know that this work is time consuming, and know that you benefitted from sharing your experience with others.

Perhaps more importantly, we thank the mentees for their willingness to reach out and ask for mentorship. “Reaching out” is not something any of us are taught to do: asking for mentoring requires the courage to ask for help and the humility to admit there are things you do not know. We applaud mentees for their openness to ask for help, and are grateful to be part of a professional community that is safe and supportive enough for individuals to ask for, and receive, mentoring from fellow members.

Update from the Infrastructure Committee

Tia Sukin

We’d love to hear from you. While we make improvements every year—to the NERA website, conference registration, and membership services—we know we can get better. Please feel free to contact tsukin@pacificmetrics.com with your ideas.

In 2016, the Infrastructure Committee worked to improve the performance of conference management tools in various ways that benefited the conference committee co-chairs. We do hope that some of our changes resulted in fewer program schedule conflicts for our valued volunteers that both present their research and discuss the research of their peers. We also improved the membership and conference registration tools by allowing for simultaneous registration and membership renewal.

Automation of the NERA conference program has been problematic to date and requires more manual labor than desirable. In 2017, the Infrastructure Committee is determined to develop a process that reduces this labor-intensive task.
Update from NERA Conference Ambassadors

Rochelle Michel

Since 2014, the NERA Conference Ambassadors committee has been working behind the scenes to support the annual NERA conference. The committee is one of NERA’s newer ad-hoc committees. The Conference Ambassadors are responsible for welcoming new and returning members to the annual NERA conference by encouraging networking between colleagues across the NERA membership, specifically those in attendance at the conference. As part of our role, we also share highlights from our own experiences as presenters, session chairs, discussants, elected officers, and meeting attendees. If you are considering a way in which you can serve NERA and you have attended the annual conference for at least two years, consider being a Conference Ambassador. We support both the Membership Committee and the Conference Co-Chairs, as they are integral in making each annual conference a success. Members interested in joining the NERA Conference Ambassadors committee or contributing ideas about how the Conference Ambassadors can further support the open and collegial environment found at the annual NERA conference can contact me, Rochelle Michel, at rmichel@ets.org.

We need you!

Rochelle Michel
Chair, Conference Ambassadors Committee

Call for Researcher Content Co-Editor!

What is this position?

The Content Co-Editor position is a three-year commitment that entails communicating with the NERA leadership and members, gathering all materials, and reviewing/editing the content in each issue.

The person in this role will take over Haifa Matos-Elefonte’s responsibilities and will work with Katherine Reynolds, the Production & Design Co-Editor.

What skills are required?

The most essential skills that this position requires are:

- Great attention to detail
- Good organization skills
- Excellent time-management skills

If you are interested in this position or you know someone who might be, please get in touch with Haifa at hmatoselefonte@collegeboard.org or Katherine at Reynolds.katherine@bc.edu. Note that the new Content Editor will take over the newsletter responsibilities with the Spring 2017 Issue of The NERA Researcher.
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Call for Chapter Proposals: Disruptive Views of Gender and Sexuality in K-12 and Teacher Education

Volume Editors:
Adrian D. Martin, New Jersey City University
Kathryn J. Strom, California State University, East Bay

Past research on gender and sexuality in education and teacher education has primarily focused on identifying ways of fostering inclusive and affirmative school communities for non-cis and/or queer students who identify outside the heteronormative matrix. Much of this work has attended to theorizing pedagogies and curricula conducive towards these aims. Yet despite social progress in the legality of same-sex marriage, and considerable attention in mainstream media on issues relevant to the transgender community, non-cis and queer individuals (especially those of color) continue to experience violence, face housing discrimination, employment discrimination, and the denial of service in public businesses. In light of the growing conservative movement to not only roll back legal advances for non-heterosexual individuals, but to also promote a culture of homophobia, transphobia, and heterosexuality as normative, natural, and desirable, we argue that scholars must attend to the myriad ways in which members of the school community can counter such efforts, and how the multiple facets of the educative experience can be conceptualized beyond a heteronormative paradigm. Rethinking what it means to be queer and/or non-cis moves us beyond safe and inclusive school environments towards discourse, research, and political action to transform school communities and society at large. In so doing, we decenter heteronormativity and in turn facilitate the human capacity to identify and enact gender expression as desired rather than as socially prescribed.

Troubling heteronormative logic and static gender categories requires non-hierarchical, multiplistic frameworks that break with the reductionist thinking patterns that have reinforced gender binaries and fixed sexual identity categories. Thus, this volume seeks to explore the themes referenced above through post-structural philosophical frameworks, queer theory, and other emergent 21st century non-linear theories of human phenomena and existence. These perspectives are conducive to not only examine dominant discursive and material conditions that striate epistemological interpretations of gender and sexuality, but to also rethink what it means to be gendered, the construction of sexual categories, and the role of schools and education as perpetuating (or countering) such meaning-making processes. We envision chapters that will draw upon the work of Deleuze and Guattari, Jacques Derrida, Julia Kristeva, Michel Foucault, Luce Irigaray, Karen Barad, Bruno Latour and others to critically investigate gender and sexuality in education and teacher education in the 21st century. Our aim is that these chapters will reflect the productiveness of these bodies of thought on research on the body itself, the body in public institutions of schooling, connections between one body and another, and entanglements between bodies/matter and discursive elements. Anticipated publication date is 2018. We are interested in both conceptual and empirical manuscripts.

Continued on page 25
Possible chapter topics might include the following:

- Enacting non-cis identities in schools
- Engaging students (P-16, graduate or doctoral) on issues relevant to trans/homophobia and heteronormativity
- Teacher education as reproducing/countering heteronormativity
- Examining the intersectionality of identities (trans/queer individuals of color, diverse cultural/linguistic backgrounds, non-documentated people, lower/working class individuals)
- Narratives of trans/queer students, teachers, school leaders or caregivers
- Emergent conceptualizations on gender and sexuality and the connections between these and schooling
- Trans/queer individuals in early childhood education, higher education, graduate/doctoral studies
- Implications of the Orlando massacre for teacher educators, scholars, and members of the school community

We invite 1000-1500 word proposals that address the following:

- Purpose/objectives and context
- Theoretical approach
- Summary of study methods
- Findings/Understandings
- Methodological/theoretical and practical significance

Timeline:

- Initial proposals are due to the editors by February 17th, 2016.
- Authors of selected proposals will be invited to develop a chapter by March 17th, 2017 and will be asked to peer review one full chapter manuscript.
- Chapters (5000-6000 words, APA) are due from authors by July 1st, 2017.
- Anticipated publication is 2018.

Manuscripts should be submitted to amartin6@njcu.edu.
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A Special Note from Phil Archer

Dear Friends,

Some of you will remember that I used to do the recapitulation, a fine talk after lunch on the last day. I stopped doing it about 14 years ago. I am writing this article in remembrance of Dick Clark, the man who did the same talk for the 25 years before me. Dick was one of my professors at SUNY-Albany. He could usually theme his talk around something having to do with the upcoming election. When I was asked to replace Dick, I realized that was not something I could do. So I decided to make up quotes and pretend NERA members said them.

Dick Clark passed away last year and a memorial service was held for him in the Albany area. Mary Horan and I went to his memorial service. I said a few words toward the end of the service, wearing a T-shirt that said, “Statistics means never having to say you’re certain.”

Dick was a past NERA president and an active member. Another NERA president that passed away last year was Ruben Reusch. Ruben was my advisor at SUNY-Albany. Ruben was also past president of NEERO and active in both organizations.

At the last NERA meeting, we honored Roscoe Brown, past president who was a fighter pilot with the Tuskegee Airmen during World War Two.

I think I would like Scott Brown to do my obituary because Scott may make me look good.

Phil Archer
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The Graduate Lounge

Elisabeth Pyburn
James Madison University

Our Mission: The mission of the Graduate Student Issues Committee (GSIC) is to support the involvement and professional development of NERA graduate student members and to reach out to new graduate students in an effort to increase the diversity of institutions represented at NERA.

GISC News

Thanks to all the NERA members who helped make our graduate student sessions at this year’s NERA conference a success! We sponsored two sessions this past year—one on grant writing and one on crafting a curriculum vita. We also hosted the annual graduate student social, which was well attended this year.

Currently, GSIC members are voting on new members and collecting submissions for the NERA Best Paper by a Graduate Student Award. We look forward to another great year.

GISC Call for New Members:

Serving on the GSIC is a great way to get involved with NERA and build relationships with other graduate students! Responsibilities include collaborating with students from various institutions to plan GSIC sponsored in-conference sessions, and the GSIC student social. New members are selected each year after the NERA Conference.

For more information on how to apply and get involved, please contact neragraduates@gmail.com.

Like us on Facebook! https://www.facebook.com/neragsic